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A STUDY OF CHANNEL-ACCESS SCHEMES FOR
INTEGRATED VOICE/DATA RADIO NETWORKS

1. INTRODUCTION

Channel-access methods for integrated voice/data radio networks should reflect the different
requirements on delay and error rate that are associated with voice and data traffic, as well as the
impact each type of traffic has on the other. A variety of approaches are available for channel access
in data networks. Depending on the nature of the traffic, either contention-based or contention-free
schemes or their hybrids can be used. Many comparative discussions of channel-access protocols are
found in the literature (e.g., Refs. I and 2) and we do not discuss their merits here. However, the
problem of channel access in integrated radio networks has not received much attention.

In this report we introduce and analyze a family of new protocols for integrated voice/data
communication that are primarily well suited to satellite networks or to high-rate terrestrial wireless
networks. These protocols are modifications of the Interleaved-Frame Flush Out (IFFO) protocols for
data traffic, which were introduced by Wieselthier and Ephremides [3, 4] a decade ago. After a brief
discussion of the major issues associated with channel access in integrated radio networks, we review
the IFFO protocols and the mathematical model used to describe them. These protocols are
characterized by a frame length that adapts to bursty channel traffic, resulting in very high efficiency.

We then consider variations of the IFFO protocols (still considering only data traffic) in which
the frame length is kept constant. These are known as the Interleaved-Frame Fixed-Length (IFFL)
and Non-Interleaved-Frame Fixed-Length (NIFFL) schemes. The property of constant frame length is
desirable for voice traffic, which is generally characterized by the need for near-real-time delivery
but, more importantly, for constant delay. By using this framework, we then extend the NIFFL
protocols for oneration in integrated networks bv incornoratinp n movable-boundarv mechanism to
share the channel between voice and data traffic; the new protocols are called the Voice/Data NIFFL
(VD-NIFFL) protocols.

Markov chain models have been constructed for these protocols. An exact analysis of one
version of VD-NIFFL is presented that uses a pure reservation scheme for data traffic. We exploit
special features of the system to reduce complexity, thereby making numerical solution possible.
Analytical models are developed for the evaluation of data-packet delay under both fixed- and
movable-boundary versions of VD-NIFFL, as well as for the fraction of voice calls that are blocked.
Extensive performance results are presented.

2. BOUNDARY SCHEMES FOR VOICE/DATA MULTIPLEXING

The goal of voice/data integration is to share network resources efficiently between these two
classes of traffic while satisfying the performance requirements of both. Voice traffic is characterized
by the need for delivery as a continuous stream in near-real time. More importantly, the delay must

Manuscript approved August 20, 1991.

1



WIESELTHIER AND EPI{REMIDES

be nearly constant throughout the duration of each talkspurt. It is assumed that buffering of voice is
not Derntittec* Calls are hlonked if channel resourees are not immediately avaia rle r a tance oef a
voice call requires a continuous comnmitment of channel resources (e.g., a time slot in every frame or
a fixed portion of the bandwidth for frequency division systems) for the entire duration of the call. In
contrast, data packets are characterized by a need for very low packet-error probability but do not
require real-time delivery. Delay retuirement far data d&nend on the nature of the tr-fr mnrd rrv

be different for different classes of traffic in the network. Buffering of data packets is permitted.

The need to support the requirements of voice traffic results in the need for contention-free
channel access once a call has been set up. Reservation schemes, which can maintain throughput
levels near channel capacity, are the logical choice for voice calls. Many reservation schemes are
proposed in the literature; most of them are modifications of the demand-assignment scheme
originally proposed by Roberts [5].

Movable-Boundary Schemes

Most studies of voice/data integration have addressed this problem from the perspective of
multiplexing at a single node. Our discussion focuses on the 'tmovable-boundary" scheme, which has
emerged as the prime hybrid system of integrated switching (see e.g., Ref. 6). As we demonstrate in
this report, it is straightforward to extend the boundary concept from the realm of multiplexing to that
of channel access.

The boundary scheme is based on a time-division multiple-access (7IMA) frame structure
(Fig. I). The fixed-length TDMA frame is partitioned into two compartments; voice is circuit-
switched in one and data is packet-switched in the other, The boundary between the two
compartments can be either fixed or movable. Under the fixed-boundary scheme, each commodity
(voice or data) remains confined to its allocated compartmen at all times. Data traffic can be
transmitted only in those slots that are a priori allocated to data, and similarly voice traffic is
restricted to those slots that are allocated to voice. Under this scheme, we may have the undesirable
situation in which slots in the voice compartment remain idle while data packets are required to
remain in queue. To alleviate this ineficiency, the movable-boundary scheme has been propose. in
this scheme data traffic is allowed to use any idle slots of the voice compartment, resulting in higher
bandwidth utilization; however, voice traffic is not allowed to use unused data slots.

Frame k Frame k± Frame k+2

Boundary Boundary Boundary

I I I I t LiI 1 I t I I I I t I t I I tI i t 111 

Time
Voice Data Voice Data

Fig. I - Movable-boundary channel

The acceptance of a voice call by the communication system implies a long-term commitment of
a channel (in this case a periodically recurring TDMA slot) to support the call for its entire duration.It is n-nrie ,n, acnoA. r. * A a voi. .;ce nntCl n c ka - ,n.n it - -ocnA a nkn nalf
traffic requires only a short-term commitment, i.e., one packet at a time.t Since each dat packet

*EY#er it voice buffering is permitted, the requirements for coinuity and constant delay do not change.
tAkhough data messages can contsist of more than one packet. each packet of a multipacket message can be treated separatdy by th
network since there is no need fir untIritly of dlay
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occupies only one slot at a time, data traffic does not interfere with voice traffic, even under the
movable-boundary scheme. The voice slot that was borrowed for data reverts to its original status as
a voice slot immediately when needed for this purpose. In contrast, if a voice call were permitted to
use a slot from the data compartment, this slot would be unavailable to data traffic for the entire
duration of the call.

Movable-boundary schemes invite the use of dynamic optimization techniques that adapt to
channel traffic. Based on traffic, the position of the boundary can be chosen to optimize system
performance. However, in this report we limit our discussion of optimization to the simpler case in
which a static or open-loop control is implemented.

Channel Access Considerations

Clearly, similarities exist between the channel-access problem and the multiplexing problem.
However, there are also some important differences. In the multiplexing problem the goal is the
optimal sharing of a contention-free channel that has already been established between the source and
destination. A single node makes the decisions of which voice and data streams to multiplex into a
single waveform. The link throughput can be maintained at its maximum value as long as the node
has something to transmit over it. For example, some studies of multiplexing schemes have taken
advantage of the silent periods that are inherently a part of voice traffic by permitting data traffic to
use such gaps (see e.g., Ref. 7).

In the channel-access problem, the goal is the optimal use of a channel by a distributed
population of users who can interfere with each other's transmissions. The channel-access problem is
considerably more complicated than the multinlexing problem hecause not all transmissions are
successful and because distributed operation is often necessary to obtain robust and efficient
performance. Although it would be straightforward for any particular node to use the silent periods
in its own voice stream for data transmission, it would be difficult to share these time slots with
another node because of the randomness in the voice process and because of the delay involved in
sensing speech gaps at another node, particularly when the propagation delay is large. Thus we do
not consider the possible exploitation of silent periods in this report.

3. EARLIER STUDIES OF CHANNEL ACCESS IN INTEGRATED NETWORKS

The problem of channel access in integrated radio networks has not received much attention in
the literature. Recently, Suda et al. 18] and Wu and Li 19] studied protocols for access to satellite
channels. These schemes are characterized by a fixed-length frame structure that contains reservation
channels and information channels (some of which are allocated for voice and the remainder for data).
Voice is handled on a reservation basis in both of these studies. Once a reservation for a voice call is
made successfully, one slot per frame is allocated to the call until its completion. There are a number
of differences in the two models, however, particularly in the channel-access mechanism for data.
Neverthelec- th-,e cchemesb hear a strongc tr e t ide isen A-s-devlop e- Doin Ie 3- +fo The IF
protocols, which inspired the introduction of the new protocols that form the main contribution of this
report.

It is also worthwhile to mention Soroushnejad and Geraniotis's studies of a movable-boundary
scheme that exploits code-division multiple-access (CDMA) techniques [10 and 11]. However, we do
not consider CDMA approaches in this report.

3
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4. IFFO PROTOCOLS FOR DATA-ONLY OPERATION

In this section we describe the communication system for data-only operation. We present
first-order Markov chain models to characterize the IFFO protocols, and we describe the procedure
used to obtain equilibrium performance results. It is then straightforward to extend the model to
integrated networks, which are discussed in Section 7. We consider M ground-based users (terminals)
that communicate among themselves via a transponder that broadcasts all- messages it receives to all
members of the user population.

Data traffic consists of fixed-length packets, each of which requires one time "slot" for
transmission. We define R to be the round-trip propagation delay, measured in terms of slot dura-
tions. Let us first consier the case of a geosynchronous (stationary) satelite, for which the round-
trip propagation delay is approximately 0.27 second; e.g., for a data rate of 50,00 bits/s and a
packet length of 1125 bits, we get a value of R = 12 (this is the value that was used ia Ref. 3).
Because currently available data rates can be up to three orders of magnitude greater, the study of
considerably larger values of R and/or packet length is also now appropriate. For example, for a data
rate of 5 Mbits/s and the same packet length, we now have R = 1200 for geosynchronous satellites.
In fact, we may have R >» I even in terrestrial systems. For example, a communication range of
100 km results in a one-way propagation delay of 0.333 ins, and hence a round-trip propagation delay
of Cl 667 mrnr For a dam rate of 50 Mhits/s and a nacket length of 500 hits (hence Ilamb nackets
per second), we get R = 15. (However, it will be necessary to incorporate guard times to maintain
constant delay throughout the network by compensating for different propagation path lengths.) In
this report, we concentrate primarily on the case of R > 1, and we present performance results for
three values of R, namely 6, 12, and 120. In Section 12 we address the case ofR < 1, which is
more representative of many terrestrial military applications. Such systems are generally character-
ized by low data rates (e.g., 2400 b/s), and thus typically require packet durations of tens to hundreds
of Ms.

It is assumed that each user has an infinite buffer in which to store the arriving packets, which
are assumed to form a Bernoulli process with rate X in every slot. The total arrival rate is, therefore,
AAX packets per slot, which is equal to the throughput rate under stable operation since no packets are
rejected.

Markov Chain Model for the IFFO Protocols

The basic structure for the IFFO protocols (Fig. 2) is a reservation structure in which the
UnTes5etveU slts can bJL Usv5d AtU? ttantlailtssloul oil a QAALSLILtvjl LiAzJES. A grIIt KLO& tMU, i.tEX

which consists of M "minislots" that are exclusively allocated to the M ternminals in (contention-free)
TDMA fashion, is known as the status slot. It is used by each of the terminals to reserve a
transmission slot for each of the packets that were generated in the previous frame)*

It is assumed that all reservation minipackets are received successfully by all terminals following
the round-trip propagation delay of R slots. We define:

R4 = total number of reserved slots in frame k;
N= total number of contention (unreserved) slots in frame k;

L* = total length (in slots) of frame k.

*Clearly, the number of terminals that can be accommodated by this protocol is limited by the number of mninistots that can be established in
one slot duration. These rminipackets could be quite short because the only information they would have to deliver is the number of packets
that arrived at the terminal during the previous frame. Alternatively, we may view the system as one with a large number of users but a
relatively small number of concentrators, each of which forwards the reservations and packets of several users.
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11121314151111 IM ,EXPANDED VIEW OF STATUS SLOT SHOWING
DIVISION INTO M TDMA MINISLOTS

I Lk = B SLOTS = FRAME LENGTH
= PROPAGATION DELAY

mllT I II I II IF[ I Il_
STATUS Rk RESERVED Nk CONTENTION SLOTS
SLOT SLOTS

CASE 1: WITH CONTENTION SLOTS, i.e., Rk SR-2

-E -- _Lk = Rk + 1 SLOTS = FRAME LENGTH

111111 I I I I I I 1' I I 1- 1 1
STATUS - -
SLOT Rk RESERVED SLOTS

CASE 2: WITH NO CONTENTION SLOTS, i.e., Rk BR-1

Fig. 2 - Frame structure for IFFO protocols

Thus the status slot is followed by Rk reserved slots. It is required that each frame have a length of
at least R slots to ensure that the reservation information generated at the beginning of the frame is
received before the end of the first slot of the next frame. If Rk < R - X, the remaining Nk
= R - I - Rk slots in the frame are used for transmission on a contention basis, as in the slotted-
ALOHA protocol [1, 2, and 12]. If Rk > R - 1, additional slots are added to accommodate all of
the reservations. Therefore,

Nk = max(R - I -Rk, 0), (1)
and

L z= max(R + 1 R) = I + Rt + Nk. (2)

Since the frame length expands to accommodate all packets for which reservations have been
receivedm anA sinace there 4is one slot of novrhadA per frania roardlocc of fromo longth, thrnughpu-
rates arbitrarily close to one packet per slot can be realized. However, packet delay increases rapidly
as throughput approaches one.

The quantity of interest that needs to be tracked is Rk, which evolves as a first-order Markov
chain. Reference 3 provides a complete discussion of the dynamics. Here we summarize the
derivation and show the resulting transition probabilities.

Figure 3 illustrates the operation of the IFFO protocols. Each packet arriving in frame k is
known as a k-packet. Reservation minipackets for all k-packets are transmitted in the first slot of
frame k + 1. Although reservations are transmitted for all k-packets, some of these reservations may
not be needed because of the possibility of successful transmission in contention slots. It is easy to
cancel the unneeded reservations because knowledge of the outcome of all contention transmissions in
frame k will be available to all users no later than the beginning of frame k + 2.

e
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Rk+2 = Ak-Sk
St SUCCESSFUL U -RESERVED SLOTS
CONTENTION IN FRAME k + 2
TRANSMISSIONS I 

| k - - _ Rk { + Nk+ | RkZ F Nk+ |

Ak ARRIVALS IN FRAME k FRAME k + I FRAME k + 2

Fig. 3 - Operation of the IFFO protocols, showing
transmission procedure for framne-k arrivals

By observing the 'downlink" channel traffic, the terminals can count the number of packets
successfully transmitted by each terminal in the contention slots of frame k. Knowledge of this
information (which is possessed by all terminals because of the broadcast nature of the channel, and
which arrives before the corresponding reservation minipackets) can then be used to cancel unneeded
reservations. No central controller is needed. We only need an agreed-upon protocol for scheduling
transmissions, given that each user knows the conmunication needs of every other user. As long as
every terminal knows the allocation rule being followed, the protocol will be uniquely defined.* Let

Ak = total number of packet arrivals in frame k, summed over all terminals;

S = number of successful contention transmissions in frame k.

Then,

k+2 = Ak- S. (3)

Note that Rk +2 is totally independent of Ak + 1, Lk + 1, and Rk + 1. It depends only on Rk and on
what happens during frame k. Thus we can split the process [R&k into two interleaved Markov
chains, which are denoted [R2 JI1 and fR 2 +I }. The reserved slot process in even-numbered frames is
independent of the reserved slot process in odd-numbered frames. These processes have identical
statistics and can be analyzed separately,

IFFO Protocol Versions

There are several versions of the IFFO protocols, each of which is characterized by a different
transmission procedure in the unreserved slots:

L. Pare Reservation IFFO (PR-IFFO): The unreserved slots are not used for contention; they
simply remain idle and wasted. All packets that arrive in frame k are transmitted in the
reserved slots of frame k + 2.

2. Fixed Contention IFFO (F-IFFO): The transmission policy depends on the slot number in
which packets arrive.

a A packet arriving in slot n, for n E (Rk + 1, R - 1), will be transmitted in slot n + 1,
i.e., in each contention slot, each terminal will transnsit the packet that may have

'Alternatively, an intelligent satellite or Central controller could process the reservations and recognize successful contention transmissins,
and then broadcast a transmission schedule to the users during the status slot instead of simply repeating the reservations- Doing so would
eliminate the possibility of collisions that may result from inconsistencies in the database of reservations, which may be caused by error on
the downlink.
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arrived in the previous slot. Each colliding packet will be retransmitted in a reserved
slot in frame k + 2.

* All packets arriving during the first Rk slots of frame k will not be allowed to contend
because of the high risk of collision, and will be assigned reserved slots for transmission
during frame k + 2.

* All packets arriving during slot R (i.e., the last slot in the frame) will be assigned
reserved slots in frame k + 2.

3. Controlled Contention IFFO (C-IFFO): In this version, the transmission procedure is
state-dependent. In each contention slot of frame i, a nonempty terminal transmits a
packet with a probability that is a function of the number of packets present at that
terminal, the slot number, and Rk. This transmission probability, which depends only on
local information and thus permits totally distributed operation, is chosen to maximize
throughput. References 3 and 4 provide a complete description and approximate analysis
of this protocol, including a discussion of optimization issues.

It is apparent from their definitions that F-IFFO and C-IFFO provide better performance than
PR-IFFO, since the hybrid schemes use slots that would have otherwise been left idle for transmission
on a contention basis. Performance results [3, 41 demonstrate that the improvement is substantial at
low to moderate throughput rates. However, at high throughput rates few packets are able to take
advantage of the contention mode of operation, and PR-IFFO provides a close upper bound on
expected delay that can be achievable under the hybrid schemes. This upper bound becomes increas-
ingly tight as throughput increases. It is also significant to note that the performance of F-irFO,
which uses a very simple transmission policy in contention slots, performs almost as well as a version
of C-IFFO, under which the transmission probabilities have been optimized. References 3 and 4 also
show and that F-IFFO performs better than several other hybrid protocols over a wide range of
throughput rates.

Although improved performance can be expected under the hybrid versions of the new schemes
for integrated voice/data operation as well, we limit our discussion in the body of this report pri-
marily to the pure-reservation versions of the new schemes. This permits us to emphasize those
features of the analysis that relate to integrated voice/data operation, without introducing the addi-
tional complexity associated with the hybrid schemes. In Appendix A we discuss the fixed-contention
versions of IFFO and the new schemes.

Transition Probability Matrix for PR-IFFO

For PR-IFFO, since Rk± = A4k,' it is easy to see that the elements of the transition probability
matrix for Rk can be written ast

[r r) ( )\)MR -, 0 5 i s R -I
Pi - Pr(Rk+2 j I R= i) l [MQ+ 1)] X'U - MB +)-j, i4-

Here we assume symmetric traffic, i.e., each user generates a data packet with probability X in every
slot. A similar expression for F-IFFO is provided in Appendix A.

*Recall that the data users are assumed to have infinite buffers; thus all arrivals are accepted into the system.
tComputational issues associated with the evaluation of these quantities are discussed in Appendix B.
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Obtaining Equilibrium Results for UFO Protocols

The 1quiiibrinn prohbaility mnnqc ftru-sinn (pfrrn fr the number of reseA tAg*p fnnie 14n~~~~.. r-- W-- ''- ffie) ... of moaved . F91 LJQiU` u C Xtk

is needed to evaluate the expected time spent in the system per packet. References 4 and 13 provide
expressions for expected packet delay.

An equilibrium pmf for Rk does, in fact, exist under the IFFO protocols7 as ione as the innut
rate is less than one packet per slot. In this case, Rk, which is irreducible and aperiodic, is easily
shown to be ergodic by Foster's theorem f 141.

Note that the chain that describes RA has an unbounded (hence, infinite) number of states. To
obtain a numerical solution, we truncate the probability vector and transition probability matrix to
some finite dimension N. The value of N can be chosen sufficiently large that the effect of truncation
error is small.

Method Used to Determine the Equilibrium pmf r: The equilibrium pmf 7r (a row vector> must
satisfy the matrix equation:

7 = 7rP, (5)

where P is the transition probability matrix with elements p.. _ Pr(Rk +2 = ! = i). Instead of
solving the N equations in N unknowns, it is computationally preferable to use the iterative procedure
of relaxation, i.e.,

= limir(O ()
n- o

where r(O) is an arbitrary initial pmf, and the iteration is stopped when there is sufficiently small
change in each of the elements of Tr. Comnutational issues associated with thiS oneration are
discussed in Appendix B.

5. INTERLEAVED-FRAME FIXED-LENGTH (IFFL) SCHEMES

The IFFO protocols are characterized by a frame length that adapts to channel traffic. This
adaptive feature guarantees that all k-packets are successfully transmitted not later than the end of
frame k + 2; this is the flush-out feature of these schemes that, indeed, motivated them and that
results in very high throughput and excellent delay performance. In this section we consider a
variation of these protocols under which the frame length is kept fixed at 4 = L slot&, where
L Ž R. In certain applications (e.g., voice/data integration) it is desirable to keep a constant frame
length, although doing so reduces the achievable throughput of the protocol.

We call these schemes the Interleaved-Frame Fixed-Length (IFFL) schemes. Operation is the
same as that of IFFO, except that when Rk is greater than L, packets that cannot be accommodated in
the current frame are delayed until frame k + 2, as shown in Fig. 4, at which point they are again
subject to further delays if there is again a large backlog. The number of such "excess packets" in
frame k is

kk = maxRk-L + 1), OI (7)

Clearly, th-ese protcs violate flush-out condition, and th.erefor do not belong to the class of
IFFO protocols. We consider PR-IFFL and F-IFFL versions of these schemes, whose definitions
follow from those given earlier for the IFFO schemes. System evolution is again characterized by the
first-order Markov chain Rk. However, note that a slight reinterpretation of 14 is needed. It was

8
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_- Rk 

* I

Excess packets

Fig. 4 - Operation of IFFL

previously defined as the
delayed until frame k +
reservations are needed at
uelayeu). We have

number of reserved slots in frame k. Because the excess packets are
2, Rk must now be interpreted as the number of packets for which
the beginning of frame k (including the excess packets, which have to be

Rk+2 = Ak - Sk + Rkt (8)

where Sk = 0 for PR-IFFL. By straightforward modification of the expressions for PR-IFFO, the
elements of the transition probability matrix for PR-IFFL can now be written as

o0si 'L- 1
n::i - Pr(R. I = X I Rt,=) =njy --- k~ - I

f (~~ xi (I 1_X)ML j, 
r Iff Th i

L K -IVL -li 
(9)L- ( X)ML - -i +L-1) i Ž L-1,

where (m) = 0 for n C 0. Appendix A provides similar expressions for F-IFFL.

6. NON-INTERLEAVED-FRAME FIXED-LENGTH (NIFFL) SCHEMES

Under the IFFO and IFFL schemes, the system state in even-numbered frames is independent of
that in odd-numbered frames. Thus it is possible for the even-numbered slots to build up large back-
logs (high values of Rk) while the odd-numbered slots are lightly loaded. Since the IFFO schemes
flush out all k-packets by the end of frame k + 2, no inefficiency arises from this behavior. How-
ever, under IFFL, when 1R > L - 1, the R1 excess packets will be postponed to frame k + 2. If
any unreserved slots are present in frame k + 1, it would be advantageous to transmit some or all of
these excess packets in those slots; there is no need to postpone them until frame k +2 since reserva-
tions for them have already been received.

To address this situation we consider a variation of the IFFL protocols that we call the Non-
interleaved-Frame Fixed-Length (NIFFL) protocols. We show that the PR-NIFFL version is again
characterized by an underlying first-order Markov chain, and thus can be evaluated by using
techniques similar to those used for the IFFO and IFFL schemes. However, the description of
F-NIFFL (the hybrid version, which uses the unreserved slots for contention transmission) requires a
second-order Markov chain. This makes performance evaluation considerably more difficult, as is
discussed in Appendix A. Figure 5 illustrates system evolution for the NIFFL protocols, We note
that Rk +2 can be decomposed as follows:

Rk+2 = Rt{ 2 + Rj+24Q. (10)

9
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Fig. 5 - Operation of NIFFL

The quantity R$k 2 is the number of k-packets that are included in R +2 5 i.e., all arrivals in frame X,
except those that were transmitted successfully in the contention slots of frame k. Thus we have

Rg+12 = Ak - Sk- (I1)

The Quantity RVQ+P1 is the contribution to Rfr from the R& 4 packets in queue at the beginning of
frame k + 1, i.e., it is the number of excess packets that are carried over from frame k + 1. Thus
we have

R +2 -- k + i = max {5+I - (L- I, (12)

The Markov chain now is the pair (Rk +I, Rk), and thus we need

A "ntJw - -- Tyn IX _j -jm rr1fi+2 Ik+I I/ lnk+I1 - JP " tidJ

A brute-force system description would require a state probability vector Pr (R +1, Rk) Of dimension
N2 , where N is the truncation value discussed earlier. We can write

Pr (R+I, R&) - io q 1 '-' N - I (14)

where q1 is the row vector whose entries are

v _ Pr (4+I = j, Rk i34

Thus a transition probability matrix of size N2 x N2 would be needed. The dimensions of the
problem can be reduced somewhat by making the observation tat Rk+, includes all of the excess
packets contained in 14. Thus, given Rk + , the exact value of R4 is needed only if it is less than
L - 1. We define an aggregate state = L -I that actually contains all states for which
R4 Ž L -1. Now the state (1R + 1, Rk) can be described by a vector of dimension NL rather than N2.
The state (R4+21 Rk+1) still requires a vector of dimension N2 , however. The resulting transition
probability matrix is of dimension NL X N2. This is still of undesirably large size.

Appendix A describes how the structural properties of F-NLFFL can be exploited to decompose
the problem into a number of smaller problems, without requiring any approximations. In particular,
our approach requires N matrices of dimension L x N. Although the resulting problem is still rather

in11LU
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complicated and computationally intensive, it is considerably smaller than before. Here we
demonstrate how the properties of the PR-NIFFL protocol can be exploited to permit its exact
evaluation by using a first-order Markov chain, thereby simplifying the model greatly without
requiring the use of approximations.

Under PR-NIFFL, Rgt2 = Ak because Sk = 0 (since there are no contention transmissions in a
pure reservation system). Thus

Rk +2 = Ak + k * (16)

Since the frame length is constant, Ak does not depend on Rk. It is binomially distributed with
parameter X over ML trials. Thus the system description for PR-NIFFL can be reduced to a first-
order Markov chain as follows:

LML Px2xMr AMiL- I -ML>(i-iL 0• CL-l

l j-i +L-1)J N I1-A) , lAL-t.
(17)

Note that this expression is identical to that for PR-IFFL, except that Rk is replaced here by 14 + I.

7. NIFFL PROTOCOLS FOR INTEGRATED VOICE/DATA SYSTEMS

The communication systems that gave rise to the models discussed thus far can be modified
slightly to handle voice traffic in addition to data packets This is an important extension in omnmun-
ication system design and represents our main objective here. A customary model for voice assumes
that voice calls are generated by idle users according to a Bernoulli process, and that they are
geometrically distributed in length; thus the probability that a call is completed in any particular frame
is also a Bernoulli process. The time constants associated with voice traffic are considerably larger
than those associated with data traffic; voice calls typically last from tens to hundreds of frames.
This difference in time durations has played a key role in the development of approximate system
models for this protocol [15, 16, and 17]. In this report we consider only the exact model, since
extensive performance results based on it are now available. The voice-call process is discussed in
detail in Section 8, where we discuss the conditions that lead to a first-order Markov chain description
of the system.

To accommodate the needs of both voice and data traffic, we consider channel-access protocols
under which a reservation scheme is used for voice traffic and NIFFL is used for data. We call these
the Voice/Data NIFFL (VD-NIFFL) protocols.

Under these schemes, once a voice call is accepted by the system, it is guaranteed access to one
slot in each frame until its completion=* A fixed-length frame structure is necessary to accommodate
the real-time requirements of voice traffic. It is appropriate for both satellite and ground-radio
environments, and for any values of R greater than or less than 1. The standard idea of a
'boundary" mechanism is used to partition each frame between voice and data operation (Fig. 6).

*Here we implicitly assume that the slot length has been selected in conjunction with the frame length (which is greater than or equal to the
propagation delay} sn that the vnirc hurst rate results in the required symbol race needed for realmevoice ransmission For example in

applications where R c < 1, any frame length will guarantee that reservations are received prior to the beginning of the next frame.

11



WIESELTHTER AND EPHREMIDES

LSLOTS M L SL3OTS- L SLOTS

T~~~T~ ftA La-f L D&17 

V, RI P4 kI' TRk 3r+t IVk+N2 kN+2

FRAME k FRAME k+I FRAME k+2

Fig. 6 - Frame strueture for VO-NIFFL protocols
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data traffic are handled in entirely different ways by the network. Voice calls are accepted by the
system as long as the total number of calls in progress simultaneously does not exceed some specified
value V,,Y, which must be less th L. If a slot is not available for a new call, the call is assumed to
be lost; voice calls are not buffered. Under the movable-boundary implementation, the slots not used
by voice calls (including empty slots in the voice portion of the frame) are used for data traffic, which
is transmitted by using one of the NLFFL protocols. Since the decision to accept new voice calls
depends only on whether or not the threshold VF is exceeded, voice traffic is unaffected by data
traffic: however. the operation of the data protocol is depndent on voice traffic because data traffic is
permitted to use unneeded slots in the voice portion. Thus this problem is similar to variable-
service-rate queueing systems in which the service rate depends on another process.

Under a fixed-boundary implementation of the VD-NIFFL protocols, a fixed number of slots is
available for data traffic in every frame. In this case the data-packet process is independent of the
voice-call process, and the overall integrated system functions as two totally independent subsystems,
one for voice and the other for data. Our primary interest is in the movable-boundary implementation
because of its ability to provide improved performance and because its analysis is considerably more
challenging. However, we do indicate how the model can be simplified for the fixed-boundary case.

Our model can be extended to consider systems in which the decision to accept new voice calls
also depends on the system backlog (i.e., the value of R1,). However, the analysis of such systems is
considerably more difficult and is not addressed here. Multiplexing (although not channel access)
systems incorporating this feature were studied by Viniotis and Ephremides [18, 191.

As shown in Fig. 6, the first slot of every frame is once again the status slot, during which each
t.erial tranlsmi........ts ;tg re>servation................s for packe tha ~fiva int tht~e previouAs fi................................................. 1.I,- 4cr a rnn~iohe

boundary implementation, the next Vk slots are reserved for voice traffic, where Vk is the number of
voice calls in progress at the beginning of slot k. The remainder of the frame consists of D data
slots, where

k = L -I k. (18)

(Under a fixed-boundary implementation, Dk = - 1 - VY,, independent of Vk.) As with the
protocols designed purely for data, Rk is the number of data packets for which reservations are
needed at the beginning of frame k. Whenever Rt C DI, Nk' slots are available for contention
transmission, where

1k = max(Dk -4, 0) = max(L- I -v -4, 0) (19)

for each particular value of Vk = v. Whenever Rk > D, the excess packets are delayed until frame
k +2. Operation of the data portion of VD-NIFFL can thus be viewed as that of NIFFL with a
variable number of slots (0 k) available for data traffi, where Dk depends on Vk. In contrast, under
data-only operation of NIFFL exactly L - I slots are available for data in each frame.

12
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8. AN EXACT MARKOV CHAIN MODEL FOR VD-NIFFL

The VD-NIFFL protocol can be characterized by the Markov chain (Rk,V1,), which has
transition probabilities Pr (R +I , V+I I+Rk, Vk). The development of a Markov chain model for the
VD-NIFFL protocols has taken into account the dependence of data traffic on voice, whereas voice is
independent of data. A brute-force approach would consider a probability vector containing all
possible pairs of Vk and Rk. The maximum value of Vk would be the threshold value Vms; Rk would
have a maximum value of N - I as in the evaluation of the data-only NIFFL protocols. Thus a
transition probability matrix of dimension (V,,,x + 1)N x (V,,, + l)N would be needed (e.g., for
V .. = 6 and N = 700, these matrices would be 4900 x 4900). However, not all transitions are
possible, and dramatic reductions in the nurber of computations neeed canr be made by decomposing
the problem into separate voice and data portions. We do this by recognizing that the voice-call
process does not depend on the data-message process. * Thus

Pr(Rk +1, Vt +1 I Rk, VA) = Pr(Rk+I 1Rh, Vi) Pr(Vk +1 I Vk). (20)

The transition from Rk to Rk + depends on Vk in a movable-boundary system (because Vk, determines
Dk), but not on Vk+ .t The transition from Vk to Vk+1 does not depend on Rk or Rt+i. We first
note that these observations simplify the evaluation of the transition probability matrix. Actually, a
much greater benefit is realized. It is demonstrated below that the transitions corresponding to the
data process can be considered separately for each value of Vk. Thus it is not necessary to perform
the iteration with the huge transition probability matrix that characterizes the evolution of the
complete voice/data state description. The evaluation of system performance can be decomposed into
a number of smaller problems that are of manageable size.

We observe that the transitions from frame k to frame k + 1 can be modpled as a two-step
process. Data transitions are considered first. Given Pr(Rk, Vk), we first determine Pr(R4+ ,Vk).
This requires a different transition probability matrix for each value of Vk, as explained below. This
operation can be expressed as follows:

N
Pr(R Osj=jN Vl=v) EPr(Rkl jIRk=iVk-v)Pr(Rk= , K =V), 0 j N-1. (21)

i =o

Next, the voice transitions are considered. Given Pr(R + I, VI,), we determine Pr(R± + 1, Vt + I). Since
the voice transitions are independent of the data traffic, the same transition probability matrix is used
for all values of RL ± l. Thtis. the follnwintr is evaluated:

V.7|

Pr(Rk+I j, Vk+I = w) = E Pr(Vk+l A w I Vk = v) Pr(Rk+I = jV v). (22)
v=O

The equilibrium distribution of the system state is determined by repeating this two-step iteration until
convergence is achieved. We emphasize that this model is exact. The characterization of the system
by smaller transition probability matrices has been achieved by exploiting specific structural properties
Au UAc KXZ _1-4-PAo i A; o1 ; Ace td noa An of s LA+ A 
11 UwI IVlainGv tLlalll, JJL U

3
V LlaQlN1 3)ILhJJJI1ILb ap1uFAs1JLati.JJI0 IUULI taul UI s LUUIitIUELIU11 UIS U

transition probability matrices associated with data transitions to a finite size). We now discuss the
details of our model.

*This is not true for systems in which the decision on whether or not to accept a voice call is permitted to depend on R4, however,

tin a fixed-boundary system, data transitions are independent of the voice process. Thus Pr(Rk, I I Rk, V*) -Pr (+; |Rk), and hence
Pr(Ri 5 +I,Vk+i I Rk ,V) = Pr(Rk+ 1 I RA) Pr(V5., II Vi.),

13



WfESELTHIER AND EPHREMIDES

Data Transitions

We first consider the data transitions. Corresponding to each value of Vk is an N x N
transition probability matrix for the data message process with elements

p A Pr(R+ =+ J I = i, =v). (23)

These transition probabilities are easily obtained from those for the NIFFL protocols. Under NIFFL,
L - i slots are available for packet transmission in each frame. Under VD-NIFFL, this number is
reduced to Dk = L-1--Vt. Thus for each value of Vk = v we replace L -l by L -I--v. For a
movable-boundary implementation of PR-VD-NIFFL this yields

r [1 L3 JI 0 c -• L -I -v{ ML - 9 xit<vl MLi1V iŽLIv. (24)Ij -v1 I -v +ME - xvJM -JEL ( _ j -M i r+L - Iv), i a L - I - v.

Thus, at each iteration, (V,, + 1) matrix multiplications (each of size N x N, one for each value of
v) must be carried out to determine the data transitions.

Under fixed-boundary implementations of these protocols, pb,- is independent of v, hence ptq
P = P { (Le., replace v by , iin the above equations) for all values of v. Thus the two-step

iteration procedure is not needed. The equilibrium distribution of the data-packet process can be
determined totally independently of the voice-call process by following the iteration procedure
discussed earlier for the data-only protocols.

Voice Transitions

Next, we consider the voice transitions. The probability that a new call is generated at a
terminal during any particular frame is denoted as Xv. We can view the Mv voice terminals as
concentrators, each of which can support several (up to V,,,) voice calls simultaneously. Each
terminal is able to generate one -new voice call in any given frame, with probability Xv, independent
of the number of voice calls it is already supporting. The probability that an ongoing call completes
service during any particular frame is denotedj .

The assumption that the probability of call generation is independent of the number of calls in
progress at that terminal is reasonable for large user populations. The probability of generating more
than one call at a terminal in a frame is sufficiently small for reasonable system parameters that it can
be neglected.

Reservations are made during the status slot, in the same manner as those for data traffic.
Thus, if a voice call arrives during frame k, its reservation will be transmitted during the first slot of
frame k + 1, and, if available, a slot will be reserved for it beginning in frame k + 2. A voice call
will be accepted if and only if the total number of voice calls in the system will not exceed the
threshold V,,. When a call is blocked, it is dropped from the system.

An end-of-message (EOM) indicator is transmitted during the last frame of a voice call to
indicate that the slot is no longer needed in subsequent frames. The way in which this EQM is
implemented has a critical impact on the implementation and analysis of the VD-NIFFL protocols.
The normal way to implement an EOM is to simply insert it at the end of the last packet in the call.
No additional packet (or frame) would be needed because the EOM, which would consist of just a

14
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few bits, could be incorporated into the tail information transmitted at the end of the last packet.

However, since the frame length is assumed to be equal to the propagation delay, an EOM

transmitted in frame k is not received until the end of the corresponding slot of frame k + 1; thus this

slot would remain idle during frame k + 1, and would not become available to a new voice call until

frame k + 2. In addition to the obvious inefficiency associated with letting the slot remain idle in

frame k + 1, the mathematical description of the voice-call process is complicated by the fact that a

second-order Markov chain would be needed to describe it, since the effects of a call completion

could not be exploited until two frames later.

It might be possible to avoid the wasted slot in frame k + 1 by transmitting the EOM in the

status slot of frame ka, since knowledge that the call is terminating may be available at that time (e.g.,
if the voice packet transmitted in frame k is formed prior to the end of frame k - 1). Alternatively,
if the frame length L is at least R + 1 slots, knowledge of frame-k departures would be available in

time to use the slot in frame k + 1. Either of these interpretations permits the development of the
first-order Markov chain model for the voice process that we now discuss.*

It is important to note that there is no frame interleaving of the voice call process, since a call
occupies a time slot in every frame from its start to its completion. The number of voice calls in
frame k +I is

Vk+l = minf(k + AV I -Uk), Vtnxj (25)

where A vt is the number of voice-call arrivals in frame k -I and Uk is the number of voice calls

that are completed in frame k. It would appear that a second-order Markov chain is needed to

describe these transitions, since the above expression involves the arrivals in frame k - 1, and the

number of voice calls and voice completions in frame k. However, Afl 1 is independent of the

system state in frame k -1 because each terminal is able to generate a new voice call with probability

4v, independently of the number of voice calls it is already supporting. Consequently, transition

probabilities from VA, to V + 1I are conditionally independent of Vk -I when knowledge of Vk is

available. Therefore, the voice-call process can be described by a first-order Markov chain, whose

transition probabilities are determined as follows.t

The voice-call process is characterized by a transition probability matrix S of size

(V,,, + 1) x (V,,o + 1). Note that no truncation is required because the number of voice calls

cannot exceed V,,:. To evaluate the elements of S, we first consider the arrival process in frame k.

Each of the MV users (whether or not currently supporting a voice call) generates a new call with

probability X4. Thus

*In Refs. 16 and 17 we presented the analysis of an integrated system that operates under a slightly different set of assumptions. First, it is

assumed there that EOMs cannot be transmitted in the status slot and that the frame length equals the propagation delay. As a result of

these assumptions, knowledge of a call completion in frame k is not available in time to use the corresponding slot of frame k + 1, as

discussed above, Second, it is assumed there that each voice terminal can support at most one voice call at a time. Under either of these
assumptions, a second-order Markov chain, described by the transition probabilities Pr(Vk+Z | Vk+tVA), is needed to characterize

the voice process under these protocols. Although it is not difficult to obtain these transition probabilities, their incorporation into the two-

stage voice/data iteration increases the number of computations at each iteration by a factor of Vm.-r I since a vector of size

(V,. + 1)2 is now required to describe the voice process instead of a vector of size Vm,,, + 1,

tA slightly different first-order Markov chain model was developed in Refs. 16 and 17. There, it was assumed that each terminal could
support at most one voice call at any given time, an assumption that leads to a second-order Markov chain, as already observed. However,
a quasi-static assumption was made, exploiting the fact that the voice-call process changes slowly compared to the data-packet process. In
particular, it was assumed there that the probability distribution of AV is the same as that of At_ 1, resulting in a first-order Markov chain
model similar to that which is discussed here.
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Pr(AV- = I V Vk = i) = Pr(AV =jt V = jj = jX; (}I _ )Ms - i (26)

independent of the value of Vk. Now consider the VI, active voice usrs (not including the new
additions), each of which will complete its call with probability gv. We have

Pr(Uk = iI V = i3 = [2 ,R (I -,oi v jt (27)

The elements of the transition probability matrix for the voice-call process are determined as
follows. We first consider the case of V. +1 = VY = v <C , which occurs when the number of
arrivals in frame k - I is equal to the number of voice call completions in frame k.

Pr(VM+I = V [ V = V= - Pr(AkI - UiV ) = V)

= D Pr(Af I = u [ Vk) Pr(U = u [ Yk v)
"=0

v

= I;
R =0

[MU X-V (I = XOr) r (V U # (I _ p - U (28)

Similarly, for • j J C V, - v,

Pr(V+I = V + j t = V) = Pr(AK v- U + j It V = v)

(v XV'+ (1 - X) 1 AV (1 - AV) (29)V 5 My0

RE _0 + i

Transitions to Vk+I = V , occur whenever] j Yttz- v. Thus we have

S v

J~v - v U~O ru [U w]
X'Ve (I - \)MVU-- 4 (1 _- sYv),-

Finally, for transitions to a smaller number of voice calls, we have

Pr(Vt+ I V -J t V =) = Pr(AL I = Uk -j i Vk = V)

v v
U-J 1 "JJ

(31)X B-i (1 _Xvw - j+j All _ - AVY"

Comments on the Iterative Process

The iteration proceeds in a manner simlar to that used for the IFFO protocols, which was
discussed in Section 4. The only significant difference is that each stage of the iteration is now a
two-step procedure that consists of a data transition followed by a voice transition, Computational
issues related to the iterative process are discussed in Appendix B.

16
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9. EVALUATION OF DATA-PACKET DELAY UNDER PR-VD-NIFFL

In this section we discuss the evaluation of expected data-packet delay under the PR-Vu-NIFrrL
protocol. Both fixed- and movable-boundary models are considered. The derivation is similar in
principle to that for the IFFO protocols [4, 13], but is somewhat more difficult, primarily because of
the absence of the "flush-out" feature. This characteristic, which guarantees that packets arriving in
firaCm - ULU L1traIIIMILiSU LUy LII endIIU of ifilL K +r , g9rCaLy IfLiILtatV UIe telay analysis I II OJ. III

the movable-boundary case the analysis is further complicated by the need to model the stochastic
nature of the number of slots available for data-packet transmission.

Our nhiertive is to determine the expected delay (or "system time") of data packets, which we
define to be the expected time elapsed between the time a packet arrives at a terminal until it is
successfully delivered to its destination. In the remainder of this report, we use these two terms
interchangeably. The expected delay of a packet depends not only on the number of other packets
that are generated during the same frame but also on the system state (Rk, Vk) at the time of its
arrival. This is because the current backlog of data packets (RA-) must be transmitted before the new
arrivals can be transmitted, and because the statistics of the number of data slots available in future
frames (under the movable-boundary version) depend on Vk. Our approach, for both fixed- and
movable-boundary schemes, is to determine the conditional expected system time, given the state
(Rk, Vk), and then to average this over the probability distribution of the state.

We assume that the system is in state (Rt, Vk) in frame k. We are interested in the Ak - data
packets that arrived in frame k - 1, since the slots available to serve them depend (deterministically
in the fixed-boundary case and stochastically in the movable-boundary case) on (R1,, Vk). We want to
determine the expected delay of the At., packets that arrived in frame k - 1, for a given state
(Rk, Vk), for all values of At -I - (Recall that reservations for the Ak - new arrivals are transmitted
during the status slot of frame k, and that these packets are transmitted during frame k + 1 or later.)
We define

T(Aj _ I Rt., Vk) = expected total system time of the Ak - I arrivals, given (Rk, Vk).

4k-l
- F t(iJRk, V), (32)

i~o

where (fi Rstk V.\ is the rnnrlitionl expec'ted sysotem time exprinced~a t.y theit pke,2gienthk *I 40 LLA 0 t'ftlW tf ~~ aLII LIJIIL' `F IILLU 11L%,.U LL !~ l Fa%-&L%,L, 61VCI USC A A

state (Rk, Vk). This must be evaluated for every value of Ak - .

The expected delay per packet can then be expressed as

E(D) = F S E(D I Rk, Vk) Pr(Rk, V&), (33)
Rk=-O V =0

where the equilibrium distribution Pr(Rk, Vk) is determined by executing the iterative procedure
discussed earlier in this report. The conditional expected total delay, given the state in frame k, is

co

E T(Ak~ IRk,Vt,)Prti = i)
E (D I RA '7. (34)1 - -iA

k-f I P.k TL k - E__(A)_____ n
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where

Pr(AkI = [) = L Xi(i _)ML-i (35}
and

E(A) = E(Ak-) - E(Ak) = Mu, (36M

the expected number of data-packet arrivals per frame, is indepenent of the state (k1, Vk) and frame
number.

Fixed-Boundary Scheme

Under the fixed-boundary PR-VD-NIFFL scheme, slots numbered V, + 2 through L of each
frame are available for data, independently of the voice process. Slots in the voice compartment that
are not needed for voice calls simply remain idle, even when data packets are waiting in queue. Thus
all conditional distributions depend only on Rk and are independent of Vk.

The Ak 1 new arrivals are not transmitted until the backlog of /4 packets (for which
U--. -1--4 U-- 1-. .L-. -r ~C A - INA At. -reservaL1V 1Fs flISeflUy U--Q LtVWeIVVu Uy the UinirSU11 of tiIVI l )Wll NJ a.-e Ediollntuu. tt 1HoSt

(L - V,,,, - 1) data packets can be transmitted in frame k. The remaining

Rk = max fk - (L - V. - O}1 (37)

excess packets are postponed to later frames. Therefore, we have

Rk+i = /k + Al,1 . (38)

If there are no excess packets (i., if 1,4 = Q, the first of the At ,! packets is transmitted in the first
data slot (slot V,,,, + 2) of frame k + 1. If there are excess packets, the first of the A _ I packets is
transmitted in the first data slot after the last of the RA excess packets has been transmitted, For small
values of 1I (i.e., C L - V,, - 2) the first slot will be available in frame k + I; for larger values
of Rk, the first slot will not be available until a later frame. Therefore, the first of the A4 - data
packets is transmitted in the (Rk + I)st data slot that occurs after the beginning of frame k + 1.
Clearly, the last of the At, arrivals will be transmitted in the (/R, .)st data slot that occurs after the
beginning of frame k + 1.

Figure 7 shows the relationships among the quantities relating to slot numbers and to the number
of data packets that are to be transmitted. We consider the case of L = 12 slots and V-- a 6, it
which case there are five data slots in every frame. Three frames are shown: k, k + 1, and k + 2.
The slots are numbered in several different ways. First, for computing delay, all slots (including the
status slot, voice slots, and data slots) are numbered consecutively, beginning with the first slot of
frame k + I. Next, we consider the slots that are available for data. and number them beuinning
with the first data slot of frame k + 1. This permits the evaluation of the delay associated with the jit
data packet. These two numberings are independent of any particular realization of the data-packet
process. Now, let us consider an example in which Rk = 8. Five of these packets are transmitted in
the data slots of frame k. and the remaining R, = 3 excess packets are transmitted in the first three
data slots of frame k + 1. The first of the Ak -I new arrivals is transmitted in the fourth data slot of
frame k + I1 and every data slot in every frame thereafter is available for these Ak -1 arrivals until
the last of them has been transmitted.
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Frame k I Frame k+1 I Frame k+2

I Voice IOData _ I I Voice I Data I I Voice I Dat

i 1-1.1 I1' 1 II E l I, i U' 1. !Ir I I --1 

1i 1 4 Ii Ii I I I I II 1111111111 I 
Number all slots: I i 1 2i3 141 516 l17 18191011l 11l21131141151161l7118119120121122:231241

Number_______ data slotsI I I I I I I I L 12
I I I I I I I I I I I I I I I I I I I I I I I I I I I I V max-6

Numberdataslots: = 1 1 1 1 1 2Itll21314151 I 1 1 1 1 1 7617 SlilOI

r 14- 41 1 1 1 1 - II I I I I I 1 1 1 1 1 I I Ii 1 1 1 1 I pec___
Example with Rk = 8: I1t1l12 13i1 41 5 1 11111 161718iI i 6 1 4 1111s112ig .i i i I , i i ; ; :

I for IfIamI I I I I I I I I I I 2 1 4 I' I I I I I I' I7
cr r-I ttI-r11 I I I I I IIIIIIiIIIITrII

Rk- 3- 1 11111111 I i 11 It12131 111 1 ii 11I I 4 specifsc
I I I I I I I I I I I I I I I I I I I I I I I I I I I I example

$10ts~ ~ ~ fo frm k- 4rias I F I I I I I I I I I I It I I I lii I 3141 61 

Fig. 7 - Numbering of slots for evaluation of delay under fixed-boundary PR-VD-NIFFL

Because the Rk excess packets are transmitted before the A1 - arrivals, the total system time

experienced by the Ak - I arrivals is equal to the total system time of all Rk + packets, minus that of

the Rk excess packets. We define T (Rk. + I) to be the total system time of Rt +I data packets, the first

of which is transmitted in the first data slot of frame k + 1. Then, the total system time of the Ak -
arrivals, which are delayed by the 14, excess packets, can be written as

T(A-. |Rt) = T (Rkt+li)- T(Rt). (39)

Our approach is to evaluate T(Rk.+,), which permits the evaluation of T7(A. I, 1R) in this manner.
INUWe mhar IAt +l#) is inuepenuent 01 Dotti Vrk anU II U ecause under the fixed-bounuu ary sceme,

L - I -lVm, slots are available for data in every frame.

We first consider the delay that each of the At - packets experiences prior to frame k + 1.
Since the average -rrival ti..__o these pIatck ' i the midpoint of frame k- 1 eah non-at

IJLL~~tt. Lr,4 "LI.±A La L1111Th. ML LlAt.31. palXa1.La i L1.1%. liIA*ULJJILL MI' 1lCltXt~ f I , %QUtII U ~ 
experiences an average delay of L /2 slots in frame k - 1. Similarly, because each packet is present
in the system throughout frame k, it experiences a deterministic delay of L slots in frame k.

Therefore, each packet experiences an average delay of 3L/2 slots prior to frame k + 1. In the
.following discussion, all additional delays are mrreasured from the beginning of frame L- + 1. We also

note that, once each packet is transmitted, it experiences an additional deterministic delay equal to the

round-trip propagation delay of R slots before being received at its destination, where, as noted
earlier, L Ž R.

Each frame contains (L - Vljx - I) data slots. The total number of R1. + packets can be
written in terms of the number of frames needed to transmit them as

Rt. + i = K (L - Vn.... - 1) + Rv+t1 (40)
where

K =RLL z:1i(41)
lL - V,,,ar - I (1

is the number of complete frames needed to transmit the N packets, and

R,,,dl = Rt + modulo (L - V,,r - 1) (42)

is the number of packets that must be transmitted in the incomplete frame, which is numbered K + 1.
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In each of the K complete frames, the first packet is transmitted in slot V,. + 2 and the last is
transmitted in slot L. We consider first the total system time experienced by packets that are
tranmmitteA in frnne +4- 1 usrnie the Aelavc nf the c11rr.ccivr FAu nrre*tc trnnviftrV fnhe came

frame form an arithmetic series, the total system time of these L - - I packets is easily seen to
be

L- -- 1 - I 4_ _ 4

Similarly, in frame k + 2, since each transmitted packet experiences a delay exactly L slots
greater than that of the corresponding packet in frame k + 1 the combined system time of the
(L - Vt - f) packets is

L- , n - I '+V 2 + D L -Vnw= 230 (44
2 _ (L + V + 2) + L) = - 2 -- - + 2 + 3L )

In general, the combined total delay of the L - - I packets transmitted in frame k + m is

LL -w- I m-1 + Im f 21 +

2 + 2 + V-(ml)LJ (45.

Sunmung e contrimuiull orw-m the A xnnpseT iranes yieIus

2 . IV- E , + 2 + ±(2m -1)L3

L-7Vmax - I r( K }+LEC -L-V~ r - l K(Vw + 2) + Lmt(2m - 1

n= I [Ktnw±,+2) + LK2j (46)

Now we address the contribution to total svstem time associated with the R-d packets
transmitted in frame K + 1. The combined delay of these packets is

R; k [(KL + Vw + 2) + (KL + Vnw +1 +

RkI r 2K s + 2Vnw + 3 + Rk + (47>

Combining the results from the complete frames and the incomplete frame, we have

= Lf - Vmax 1 FKV,~ 2) ± LK2

+ R' [2KL + 2 V + 3 + Rmd3 (48)
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This expression is used in conjunction with Eq. (39) to determine T(Ak - I Rk). It is then
possible to determine E (D IR) by using Eq. (34), and finally E (D) by using Eq. (32). Because
system operation under the fixed-boundary scheme is independent of the voice process, conditioning
on the voice component of the state VX, is not needed. Recall that the exnression for T'(Rk+l) does
not include the expected delay experienced during frame k - I (an average of L /2 slots per packet)
and frame k (exactly L slots per packet), nor does it include the round-trip propagation delay once the
packet is actually transmitted (exactly R slots per packet). Thus a delay of 3L /2 + R slots must be
added to the value computed for expected system time to incorporate these delays. Therefore, we
obtain for the conditional expected system time per packet:

E rT (R + i) - T(Rk] rvL X'l = L [__--g(M)' M 3L

E(D Rk) = iAI + - + R. (49)
MXL 2

where Rk is uniquely determined by Rk for given values of L and Vma by using Eq. (37), and
T (Rk + 1) is given by Eq. (48). The overall expected delay is

E (D) = E (D I Rk) Pr(Rk =j, (50)
j=o

where PrkRk) is the equilibrium distribution of Rk, which is obtained by following the iterative
procedure for the data-only PR-NIFFL protocol.

Clearly, the summations in the above expressions must be truncated at some finite value, as was
done in the evaluation of the equilibrium distribution of the state prohability Pr(RA,V k). Otherwise,
the evaluation of expected system time is exact.

Movable-Boundary Scheme

Under the movable-boundary PR-VD-NIFFL scheme, the set of slots available for data packets
in each frame depends on the voice process, which is a random process. Unused slots in the voice
compartment are available for data-packet transmission. For example, in frame k + m, since Vk +m
(< Van) voice calls are in progress, L - Vk +n -1 slots are available for data-packet transmission.
I hus uhw number of excess packets is now

Rk = max Rk (L - V-1)], . (51)

Note that Rk now depends on Vk, whereas for the fixed-boundary scheme V4,, was used for all values
of Vk. The evolution of the voice-call process (and hence the number of slots available for data on a
frame-by-frame basis) is defined by the Markov chain with transition probabilities Pr(Vk+1 I Vk),
which are independent of the data process.

The stochastic nature of the sequence of slots available for data transmission has prevented us
from finding closed-form expressions for T O(1 R 1). However, we have developed a procedural
method for accurately evaluating this quantity. In the following discussion, we illustrate the source of
difficuity in pursuing a purely analytical approach and provide a complete description of the pro-
cedural approach.
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Another feature of this system that complicates the analysis is that the Vk voice calls in progress
during frame k do not necessarily occupy the first Vk slots of the voice compartment; a voice call
retains its particular slot throughout the call duration, and each call is equally likely to terminate in
any given frame. Thus data packets can be inserted in empty slots and intermingled among the voice
packets. Although it would be possible to keep track of which slots are occupied by voice calls, to do
so would require an extremely complicated model. Instead, we make the simpifying assumption that
the V1 voice calls do occupy the first V4 slots in the voice compartment (i.e., slots 2 through Kt +
1). This provides an upper bound on the expected system time for data packets that is accurate to
within a fraction of a frame.

Following the analysis for the fixed-boundary case, we see that the combined total expected sys-
tem time of the L - Vk +m - I packets transmitted in frame k + m (again not including the common
term of 3L /2 + R) is

L -VA +mI KV-m2(2t)J (52>
-- 9 -- Ok +m + 2 + (2m - 1)L W

For any given sequence of the voice process (VkVk +1, -F'* ± A, s and for any total number of
packets (Rk+I = Rk + Aj( -I), it is possible to determine the number of complete frames needed (K>
and the number of data slots in frame K + I (i.e., R79 1). The total system time of the R + 1 packets
is

T(R~+i) = L L 2 -E +M - 1) LVkA+, + 2 + (Cm-)Li

+ R;7'1 [2mL + 2 Vk+K+1 + 3 + Rri]d . (53>

Although this quantity can be computed easily for any particular sequence, this approach is not
practical, except for small numbers of packets, because of the number of possible sequences that can
occur. For example, in the course of K frames, there are (V,, + IfK possible sequences.
Furthermore, the number of frames needed depends on the particular sequence. To avoid the rapid
increase in the size of the state space that occurs as RkI± increases, and the resulting computational
difficulties, we have taken an approach that exploits the Markovian nature of the voice-call process.

In the analysis of the fixed-boundary scheme, we were able to exploit the fact that the sequence
of time slots available for data traffic is deterministic, thus permitting the exact determination of the
slot number in which the it data packet is transmitted. In the movable-boundary case, however,
because the number of slots available each frame is a random process, the slot number in which any
particular packet is transmitted is a random variable. Thus, instead of the exact slot number, we can
cvaxuatt

(i IRk, Vk) - E(slot in which packet i is transmitted Rk,,V), I • / 5 At (54>

This, in turn, permits us to evaluate T (Ak 1, Vk) for all values of Ak- and then the expected
system time averaged over the system state. We again have

(A, - I R = T(Rki) - (R). ($>

To simplify the notation we set k = 0, so that frame k + m is now designated as frame m, and
the number of arrivals in frame k - I is now designated as A - . We consider the transition from
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frame m to frame m + 1. We introduce a new state* description (D(m -1)L+-j Vm), where D (m - >L +j
- d if the dth data packet (of the total number Rk+1, numbered cumulatively from frame 1) is
transmitted in the jth slot of frame m, and 0 if no data packet is transmitted in that slot.

Given the probability distribution of the state (D (in - 1)L +j, V ), the probability that packet d is
transmitted in slot rnL +j is easily determined as follows:

v-ax

Pr(D,,L~j = d I vo = vo) = E Pr(D.tL+j = d, Vm +1 = V I V0 v 0), 2: j sL. (56)
v =0

Once these probabilities are determined, we can define

t(d I V0 = v0) E (slot number in which packet d is transmitted I V0 = vo)

= EIj Pr(Dj = d I Va = vo). (57)
j =1

Here we are interested in the dth packet of the combined total of 14 = R 0 + A - packets. To
determine the corresponding total system time of the dth packet, we simply add the common delay of
3L /2 + R to Eq. (57). The expected total system time of the A -1 arrivals, given the initial state
(RO, V0 ), can then he evaluated as

RF
T(A.1 [RoVo) = F t(d V 0o) + L + RjA-, (58)

The expected delay per packet is then determined by using Eqs. (33) and (34).

Determination of State Probabilities: Pr(D m - I)L +j-- Vm)

To determine the state probabilities, we first observe that no data slots are available for any of
the RI = R 0 + A -I packets of interest during frame 0. Thus we have

Pr(DR = O, Vo = V0) - 1 (59)

for the specified value of VO = v 0. Starting from this initial condition, we iteratively determine the

state probabilities for each slot in successive frames. The procedure described below is repeated for
all values of V0 between 0 and V,,,,y. Knowledge of the state probability in the last slot of frame m
(i.e., (DLa, k)) is sufficient to determine the state probabilities in all slots of frame m + t. Note
that as long as Vn < L - 1, a condition that would be satisfied in any practical integrated system, at
least the last slot of every frame will always be available for data. Therefore, we have an imbedded
first-order Markov process, which is defined at the last slot of every frame.

First we consider transitions to states in which V +I = 0. The transitions with nonzero
probability are summarized by:

Do.f -1Aw t 1o 1 -s fl

kl -mL +2 = l'rr+ I - U)

Pr(DL+ 3 = d + 2, V. = 0) V_
-= E Pr(DL = d, V.) Pr(V.± + 0 = VF). (60)

Pr(lm+])L = d + L lVm+l = 0) V =0

*The use of the term "state" to describe the pair (D(m-)L+J. V".) is confined to this section; elsewhere in this report we use the term state

to refer to the pair (Rk., Vl).
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Figure 8 shows these transitions for a simple example in which L = 8 and V,, = 3. We
assume that the state in the last slot of frame m is (DinL, V,) = (d, v). If Vm +1 = 0 (an event that
occurs with probability Pr (Vm + I = O t V,, = v)), slots 2 through L of frame m + I are available for
data. Thus the d +I st packet is transmitted in the second slot (the first data slot> of frame m + 1,
the d + 2nd packet is transmitted in the third slot, etc. Note that the first line below the timing
diagram of Fig, 8 represents the case for transitions to Vm+I = 0. Transitions to other values of
V + , which are discussed below, are shown on the following lines.

Frame m+1

Trans iton ProbabilityI 1 1 I I1 f 1 I - -I

+4 + + + C; I Z t+ + 16 I Pr(VmtI=O IV. = i
-t 1 r' I -t I t It I -t ttI

1~ -t -i
I I 1r I V_ + +t +&It

[t It 14I ? I

tI

_tr
I1+1- 

. I

Pr(V,,* I [V,,, = v,

Pr(Vm+I = 2 IV.. =v)

Pr(V+ -1 3 IV. = v)

V-A I I I

Fig. 8 - Evolution of the state (d,v) under movable-boundary PR-VD-NIFFL

These calculations are performed for all values of d such that Pr (D,,,, dVTm) is nonzero.
Note that all of the transitions listed in Eq. (60) have the same probability because they each are a
consequence of a voice transition to a state in which V, + = 0, in which case L - I data slots are
available in frame m + I. The conditional probability of this transition, given Vm, i idependent of
D,,L. Whenever V. + = 0, L - I data slots are available in frame m + 1. Thus data packets are
transmitted in slots 2 through L, and the total number of data packets served increases by L - I over
the duration of the frame. Note that the summation in Eq. (60) includes transitions from all possible
values of V, to Vm I = 0, whereas Fig. 8 represents the transitions from a particular value of V.,

In general, for 0 -C VL = v V , in which case data packets are transmitted in slots v +2
through L,

Pr(DmL,±+2+v = d + lV.+± = v)
Pr(D.L +3+, = d + 2, V. + = )

Pr(m .+)LA = d+L-(v+il),m+i =V

= E Pr (D.L = dV.) Pr(V. + = ' Vm).
, =O
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Computational issues associated with the evaluation of data-packet delay for the movable-boundary
scheme are discussed in Appendix B.

Performance results obtained by using this method are presented in Section 11. Here we remark
that our results have verified that the expected system time computed by using this model does, in
fact, approach that of the more-easily-computed fixed-boundary model in the limit of extremely high
voice traffic (in which case no voice slots are available for data, so the data-packet delay performance
under the movable-boundary scheme approaches that of a fixed-boundary one).

10. EVALUATION OF VOICE-CALL BLOCKING PROBABILITY

The performance measure used for voice traffic is the voice-call blocking probability PB. Under
all of the integrated protocols considered in this report, voice calls are accepted by the system as long
as doing so does not cause the number of calls in progress simultaneously to exceed V,,,. Whenever
a slot is not available for a new call, the call is blocked and dropped from the system. Thus PB
depends only on V,,e and the voice-call arrival (XV) and completion (AV) probabilities, and is
in entof the d-la trffi n n--tr Taram1f-rn PD i the same for all of the i4ntnroted

protocols considered in this report. We define

Bk = number of calls blocked in frame k.

The blocking probability is then

E (Bk)
E(A ) (62)

where the expectation is taken over the equilibrium distribution of the voice-call process Vk.

We first consider the conditional distribution of the number of blocked voice calls, given Vk and
Uk (the number of voice-call completions in frame k):

Pr(Bk= j IVk =v, Uk = u) = Pr (AV V Vm - (Vk - Uk)+j|VkV,Uk=

= r V,'MV -V-ia -V + U +- )My-(V_,,,_ v+u+i) (631=,< -V + U + ijJ nt1-A) ''(o
Here we have used the fact that the distribution of AfV is independent of Vk because the arrival process
at each voice terminal is independent of the number of voice calls already active at that terminal. It is
a Bernoulli trial with probability Xv at every voice terminal in every frame. Averaging over the
conditional distribution of Uk, given Vk, yields

Pr(Bk -j I Fk = v) = E Pr(14 = ( I Vk = v, Uk = u) Pr(Uk = 1Ok = v), (64)
u =0

where

Pr(Uk = u I Fk = v) = g'QV (1 -AV) (65)

The conditional expectation of Bk, given Vk, is then

M,
E(Bk I Vk) Ej Pr(Bk j I Vk = V) (66)
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Combining the above results yields

E(Bk I Vk) = M, j v + VY
j=1 u0 L

X (1 - Xv)MV Vv+ [UVJ pY(Y pva (67>

We then average over the distribution of VTk to obtain

V~

E(Bk) = E (Bf I V'k) Pr( Vk = v), (68>
v =0

where the equilibrium distribution for 4, obtained by means of the iterative procedure described in
Section 8, is used in this equation.

The only remaining quantity needed to evaluate PB by using Eq. (62) is the expected number of
voice arrivals per frame. To determine this quantity we again make use of the fact that the arrival
process is independent of the system state to obtain

c7id V¾ Aft. I
'-k I LrA V "rVs Ay)

which results in

E (k)
pH MvAy (70

11. PERFORMANCE RESULTS

Both performance measures discussed in this report, namely data-packet delay and voice-call
blocking probability, have been evaluated computationally. In this section we present the results of
our evaluation of both fixed- and movable-boundary versions of the PR-VD-NIFFL protocol. All of
the results are for M = 10. Our earlier studies of the IFFO protocols have shown that performance
is quite insensitive to the number of terminals for M greater than about 5 and this behavior has also
been observed for the PR-VD-MFFL protocol; thus the results for M = 10 are representative of
higher values as well. Unless otherwise noted, our results are for L = R = 12. The number of
iterations required for convergence ranged from 2 at extremely low throughput rates to more than
2000 at extremely high throughput rates.

Data Traffic

Figure 9 shows the expected data-packet system time (which is normalized with respect to the
frame length 1) as a function of data throughput for the fixed-boundary PR-VD-NIFFL scheme for
valuesof Vd ranging from 0 to 6. Note that data throughput is defined to be the expected number
of data packets successfully delivered by the system per time slot, where the average is taken over all
L slots in the frame, including the status slot and those that are used for voice transmission. Recall
that this performance index is independent of all voice-call parameters except V,,,,, in fixed-boundary 
systems. Note that the curve for V,,. = 0 is actually the curve for PR-NIFFL, which is a data-only
system. At low to moderate throughput rates, the expected delay increases linearly with throughput
because not many of the packets that arrive in frame k are delayed past frame k + 2. The maximum
achievable data throughput under the PR-VD-NIFFL schemes is (L - I - V)IL, and we may
define the "utilization" to be the data throughput multiplied by L I(L I - .). Asymptotes are

26



;i E ,xpected SystemTie(utiesoL

0 
j~~~~~~~~~~~~~~~~l~~0

CL 2 Ex~~~~~~~~~~ected ~~~~~~System Jrimte (Multnples fL

Zr~~~~~~~~~~~~~~~~~~~~~~~~~N 
fL

z 0.1 
C~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~Z

kJ~~~~~~~~~~~~~~~~~~~~~~~~ 4Zr 

1- O

Ci 
z ,

0 7~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~n-0,8 ~ ~ ~ ~ ~ ~ Z

0.8~~~~~~~~~~0.9~~~~~~~~~h .



WIESELTHIER AND EPHREMIDES

drawn to show these maximum throughput values, at which point the utilization is equal to I and the
expected system time increases to co. For all values of VI, results were obtained for utilization
values of at least 0.98 (for which a transition matrix of size 700 x 700 was used), thereby demon-
strating the ability of our model to evaluate heavily loaded systems. As V,. increases, less of the
channel resource is available for data traffic; threfore, the curves begin their ascent at tower values
of data throughput.

Figure 10 shows a comparison of the normalized expected system time for the fixed- and
movable-boundary versions of PR-VD-NIFFL for V," = 0, 3, and 6. For all curves shown, Mi =
10 and Xk = 0.01. For V,,, = 3 and 6, curves are shown for Av = 0.01 and 0.03; since the case
of V, 0 represents a data-only system (i.e., PR-NIFFL), only a single curve is shown for it.
For = 0.01, in which ease the voice compartment iS firly heaviiy londed the movahle-houndary
scheme provides only slightly better performance than the fixed-boundary scheme. When gv = (103,
the average length of each voice call is decreased by a factor of 3 as compared to the previous case.
For the case of V, = 6, the movable-boundary scheme provides significant improvement over the
fixed-boundary scheme because a considerable number of slots in the voice compartment are now
used by data packets. The improvement is less pronounced for the case of V,,. = 3, since in that
case the voice compartment is still heavily loaded, and thus not many slots are available for data.

Voice Traffic

Figure I I shows the effect of varying f!v (and hence the expected length of voice calls) over a
wide range for the movable-boundary scheme with V,,,, = 6, while Xv is kept fixed at 0.01. For
small values of p, the system is heavily loaded, and performance approaches that of the fixed-
boundary scheme. As pv increases, the average length of voice calls decreases. This results in a
decrease in the voice-call load and hence an increase in the number of slots available for data traffic.
Thus the system is able to support higher levels of data traffic. The rightmost curve, i.e., that for
V1,, = 0, represents the limiting case in which the entire channel resource is available for data

7 f ixed .02 5 1

£2- -~~~~~~~~~.

_L I

a> 1, 0~~~~~~~~~~
co

CL

Data Throughput

Fig. 11 - Normalized expected system time for data
packets under movable-boundary PR-VD-NIFFL as a
function of data throughput, showing dependence on Iy
(L = 12, M = i0, V, = 6, Xy = 0.01)
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Figure 12 shows the expected number of active voice calls as a function of Fma. for Mv = 10,
4v = 0.01, and several values of uv. For small values of pv (long call durations), the system is
heavily loaded and the number of voice calls increases in almost direct proportion to V,,,.. For large
values of uv, the number of voice calls is limited primarily by the available traffic rather than by the
channel resource.

3
Vmax

Fig. 12 - Expected number of active voice calls
under PR-VD-NIFFL as a function of V,/ (Mv
= 10, X, = 0.01)

Figure 13 shows the voice-call blocking probability as a function of VT,, for Mv = 10, X v
0.01, and several values of AV. Clearly, increasing V,,, results in lower blocking probability because
more of the channel resource is available for the voice calls. Also, since large values of Mv
correspond to short voice calls, increasing MAV results in lower channel utilization and hence in lower
blocking probability. Note that the expected number of active voice calls and the voice-call blocking
probability are independent of the data parameters and process, and are the same for fixed- and
mnovnhI-hniindnrv versions.
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Fig. 13 - Vnice-all hbnlkinu nrnhohaiity und-e

PR-VD-NIFFL as a function of VF.... (M,
= 10, Xv = 0.01)
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Combined Performance Measure

It is clear that the desire to minimize data-packet delay and to minimize voice-call blocking
probability represents conflicting goals. The former is minimized when V,,., = 0, whereas the latter
is minimized when V... is equal to its maximum permitted value, which, in the examples considered
thus far, is 6. In such cases with two competing performance indexes, it is customary to attempt to
minimize their weighted sum, Thus we would like to minimize

E(D) + B

Figure 14 shows this weighted performance index as a function of V,", for the fixed-boundary
version and two values of a i.e.- 2 and S- where. delay is again norma7ized with rspec-t to L. Inb
each case, curves are pLotted for a fixed value of data-packet throughput. Note that for throughput
values of 0.48 and greater, the curves terminate at values of V,,, < 6; in each of these cases the
value of throughput corresponds to a utilization of 0.96 for the corresponding value of V,,,.,
Throughput values that correspond (for a specific value of V., W to a utilization of 1.0 or greater
result in infinite delay, and hence an infinite value of the weighted performance index.

3 C, - - -- -
a ~~thru=7 .48 0

02 0 ' 27

02 -4 s -- 8 -
C) i 2 34 S6 O U t hru = i7

3-~~~~~~~4.

H (a}a:=2 2 3 4 5 =

Fig. 14 - Weighted performance index for fixed-boundary PR-VD-NIFFL (L = 12, M = 10)

For a = 0, only the expected system time is of concern, since no importance is given to
blocking probability; thus the best performance is obtained for V,,,F, = 0. For a 2, the trade-fs
tJCeweIn the .wo perfirman& e tiallU11ArflVc w apLaL U L ta as .P jtFp4LLJM.L YVeI&LL r vMQ 
increases. For at = 8, more importance is assigned to voice-call blocking probability, and hiher
values of V,, than for the previous case are appropriate for some of the higher values of throughput.
For significantly higher values of a, it is best to use the highest value of V,, that will support the
requird tat ua-pat.Nkv ULIur54ut.

Data Packet Delay for Different Frame Lengths

Al nf thPe rPults nresvented thiu far have hpen for the. rage nf 7. = 12. Figure 15 shows tfhe
normalized expected system time for a fixed-boundary system for the case of L = 120 and Vm, = 0,
30, 60, and 90. In each of these curves, the maximum value of utilization for which result are
presented is 0.98. Figure 16 shows the normalized expected system time as a function of utilization
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for L = 6, 12, and 120. Curves are shown for values of V,,, such that half of the slots in each
frame are available for data, i.e., V,,. = L12 - 1; the maximumn utilization value is 0.98 for each
case. This figure shows that, for similar utilization levels and a similar fraction of the frame length
dedicated to data transmission, the normalized expected system time is considerably smaller for large
values of L than for small values. Furthermore, the curves start their ascent from the linear region at
higher values of utilization when L is large.

This effect is even more pronounced for examples with larger values of V,,,YJ since a smaller
portion of the frame is available for data traffic. The superior performance at greater frame lengths
apparently results from the impact of the law of large numbers, i.e., the ratio of the standard
deviation of the number of arrivals per frame to the expected number of arrivals decreases as frame
lenoth increa3ses. This behavior is similar in that of statitiae l mlinh-xinxrs sincea nnlv hiah-rnAeitv
systems of that type can work at near-capacity levels without losing many packets.

12. OPERATION IN A GROUND-RADIO ENVIRONMENT

Geostationary satellite channels are characterized by a round-trip propagation delay of
approximately 0.27 second, which may typically correspond to values of R that may range from 10 to
1200, depending on data rate and packet size, as discussed in Section 4. In contrast, in ground radio
channels the propagation delays are typically measured in mis, which correspond to R CC I in low-
data-rate systems such as those commonly used in military applications (although we may have R > I
in high-data-rate systems). When R CC 1, we may assume that reservations are received
instantaneously (since guard times would be incorporated into each slot anyway). As in the case of R
> 1, reservations for packets that arrive in frame k are sent in the first slot of frame k + 1.
However, since the reservation information is available immediately, slots for these packets can be
reserved in frame k +I instead of waiting until frame k +2. In this case, the interleaved frame
structure of IFFO and LFFL is not needed. For example, in Ref. 13 a Pure-Reservation Direct-
Flush-Out (PR-DFO) scheme was discussed, and simple exact expressions were derived for expected
system delay. Similarly, when considering fixed frame lengths there is no need to incorporate hc
intermediate frames associated with IFFL. The effectively instantaneous reception of reservations
permits the NIFFL schemes (including the hybrid schemes that use the unreserved slots for
transmission on a contention basis) to be described by a first-order Markov chain that represents
transitions from 14 to Rk+ it In particular, the complex second-order Markov chain description
needed to characterize F-NIFFL for the case of R > 1 is no longer needed because the tranition
probabilities for the NIFEL schemes become identical to those for the IFFL schemes when the
propagation delay is negligible.

When R CC 1, there is normally no reason to incorporate contention operation into ffie IFFO
protocol because reservations can be made in the next unreserved slot since the frame length can
shrink to as small as one slot (i.e., only the status slot) when traffic is light. However, when
considering integrated voice/data systems, it is appropriate to maintain a fixed frame length of L slots
because each packet of a voice call needs a periodically recurring time slot. Thus it may be
appropriate to maintain frane lengths of at least some specified length even when the propagation
delay is near zero as is done under IFFL and NIFFL.

The delay analysis of PR-VD-NIFFL schemes in which the propagation delay is much ls than
the frame length follows directly from that given in this report. The only differences are that there is
no longer an intermediate frame (since packets arriving in frame k can now be transmitted in frame

*Here we refer to normalized delay. Of course, the absolute delay increases as L increases.
fIn integrated voieefdata protocols, data transmissions also depend on YV.
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k + I instead of frame k + 2) and that the propagation delay associated with the actual data packet is
now negligible. Thus, instead of the common term 3L /2 + R found in the delay expressions of Eqs.
(49) and (58), we would obtain L /2 + R since the delay of R slots associated with frame k + 1 is no
longer incurred.

13. CONCLUSIONS

In this report we have addressed the major issues associated with channel access in integrated
wireless networks, and we have proposed and analyzed the Pure-Reservation Voice/Data Non-
Interleaved-Frame Fixed-Length (PR-VD-NIFFL) protocols. These schemes are especially well suited
to satellite networks and to high-speed wireless terrestrial networks in which the round-trip
propagation delay is greater than the data-packet duration, although they are also appropriate for
environments in which propagation delay is less than a packet duration, a common characteristic of
military environments. The techniques we have developed to exploit the structural properties of the
two-dimensional first-order Markov chain that characterizes this scheme have been shown to permit
the efficient and accurate evaluation nf AAtnnorl--t Aelay and ,,n,,onnll kIbt-e.-nknki-.,.

Performance results illustrate the dependence of performance on system parameters, and demonstrate
the improved performance that can be achieved through the use of the movable-boundary version as
compared to the fixed-boundary version. Trade-offs between data-packet delay and voice-call
blocking probability show the importance of the parameter Vma,, the threshold used to control access
of voice calls to the system.
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In the body of this report we limited our discussion primarily to pure-reservation versions of
IFFO, IFFL, and NIFFL. In this appendix we demonstrate how the analysis is extended to hybrid
versions of these data-only schemes in which the fixed-contention mode of channel access, defined in
Section 4, is used in the unreserved slots (if any) of each frame. These hybrid schemes are desig-
nated as F-IFFO, F-IFFL, and F-NIFFL.

In Ref. BI we demonstrated that F-IFFO provides considerable improvement over PR-IFFO at
low to moderate throughput rates. Similar improvement is expected under F-IFFL and F-NIFFL, as
compared with PR-IFFL and PR-NIFFL, although performance results for the hybrid versions have
not yet been obtained. It would be straightforward to implement a F-VD-NIFFL scheme; system
operation would be the same as that under PF-VD-NIFFL, except that F-NIFFL would be used in
place of PR-NIFFL in the data compartment of each frame.

We now discuss the hybrid versions of the protocols we have studied.

F-IFFO

For F-IFFO we can easily show that (see Ref. Al)

Pij Pr(Rk+2 =j I Rk = i) = Mi+ ) XM(+)

where * represents the convolution operator and

CN(J) = C c) C* .) C. )

is the convolution of Nk (which depends on Rk = i) pmfs of the form c(j), which is the probability
that j packets are transmitted unsuccessfully in a contention slot. All convolutions are performed
numerically. In particular,

c(O) = (1 X)M-I[(l -X) + MA]

c l) = 0

c j) = (fl V (IX-)Mij, 2 s j • M.

Thus cNA(I) is the pmf of the number of unsuccessful (colliding) packets in a frame with Nk contention
slots. The expression to the left of the convolution operator in the transition probability for F-IFFO
is the pmf of the number of arrivals in frame k that do not attempt transmission in contention slots
(because of the slot number in which they arrived; see the discussion on transmission policy in
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Section 4). Whenever RI > R - 1, the convolution vanishes because A1k = ; thus the Pq are the
same as those for PR-IFFO. Therefore, the performance of F-IFFO is closely bounded by that of
PR-IFFO in the limit of high input rates.

F-IFFL

Under F-IFFL the frame length is fixed at L slots, where L Ž R It is easy to observe that for
Rk < L - 1 the transition probabilities derived for F-IFFO apply, whereas for 14 > L - I those
for PR-IFFL must be used; hence the transition probabilities for F-IFFL are:

[M(i + 1) xi (I -X)MO + lY-jiCs, ()si s_ Lt-I

Pi ' Pr(k +2 = i R =I ML ) r-i+L-I( _XML-o-iJ+L-1), t -I.

F-NIFFL

In Section 6 we demonstrated that PR-NIFFL can be described by a first-order Markov chain.
Unfortunately, it is not possible to do so for F-NIFFL. However, the second-order Markov chain can
be decomposed to generate a collection of smaller problems, as we now discuss. We start by observ-
ing that Rk+I is conmon to both ses (iLe., origin and destination) of each transition. This led to
the state probability description in terms of the vectors of the form q1 with elements qj1 ; the index i
takes on all possible values of k + I (i.e., from 0 to N-1) and i takes on all possible values of Rk
(i.e., from 0 to L - i1).* For each value of Rk±I we consider the transitions from 14 to 142e The
corresponding transition probabilities are denoted as

Pi- P- q-jM Pr(Rk +2 = m, k+ I = j tR +I = J Rk = 0-

Whenever j c L - l, Rj+k21 1 = 0, in which case Rk+2 = Rt2 Wheneverj > L - 1, R+21> =
j - (L - 1) packets must be added to R?42 . By an appropriate modification of the expressions pre-
viously derived for F-IFFL, we have the following transition probabilities for F-NIFFL:

~(i+ t 3 xm (1 - XyM(t-)-m * CN(m), 0 s i t - I

Lm-i +L iL- - xt@+l)(m-J+L *N j > L -

Recall that we must have i 5 L - I since L - I is an aggregate state (the excess packets are
incorporated into . = Rk+ +)- Again, the convolution vanishes whenever i = L - I. Note that the
twerea anrreint nrivon hlr0 rr rrAscnrA t A iffora-nt rannPCr af i rnthbr thnn i ThprP ars- AL trnrretnn

probability matrices of this type (one for each value of j, denoted Po)), each of dimension L x N.
Each q, vector is multiplied by the corresponding transition pribability matrix P@. The result is
again a collection of N probability vectors for Rk+ 2 , each of dimension N, one for each value of
Rk I - The vector corresponding to Rk + = j, which we denote rj, consists of the elements

ril = Pr(Rk+l = j, Rk+2 =-m).t

*As noted in Section 6. the state Rk = L - i is an aggmrete state that acLually cont-taIns - all valoes ofnRk L - 1,

tNote that qj refers to a probability vector in which the state in the later of two slots is held contant (iLe.&+ = while R£ varies),
whereas ri refers to a probability vector in which the state in the earlier of two slots is held constant (i.e., Rk, 5 = j, while Rk +2 varnes.
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In preparation for the next iteration, the state probabilities are rearranged in the form of the qj
vectors, where all states for which Rk1+ iŽ L - 1 are combined in the aggregate state L -1. This
prOCCA - -B_-n.A.n A .. -- ------ nl-4 n n;AJftl.UUI so i ID j.L WtL LL11LIJV LIiL' 13 Q L1IJL V

In our discussion of the IFFO protocols we made the observation that the performance of PR-
IFFO bounds closely that of F-IFFO in the limit of high throughput rates. Similarly, at high
throughputs the performance of PR-NIFFL provides a tight upper bound on that of F-NIFFL. This is
true because most frames have no unreserved slots at high throughput rates, in which case Rk =
L -1 (the aggregate state). Thus no k-packets can be transmitted in frame k, in which case F-NIFFL
functions in the same manner as PR-NIFFL. Therefore, at high throughput rates (for which large
transition probability matrices are needed), the performance of F-NIFFL can be bounded and closely
approximated by that of PR-NIFFL, which is characterized by a much simpler description (i.e., a
first-order Markov chain).
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Appendix B
COMPUTATIONAL ISSUES

It is computationally intensive to evaluate the performance of the protocols studied in this paper.
In this appendix, we discuss some of the major issues we have encountered and several of the
techniques we have used to ease the computational burden.

r U*PtI IUII Us lIl; AI a&sXAZns A I kUEOsIJIIL[ ItAt 1A

The infinite Markov chain that describes R1. has been truncated to a finite dimension N. An
N x N transition probability matrix permits the modeling of up to N - 1 reserved slots per frame
(since the AT elements in the nrohahilitv vector ranee from ( to N - 1). The truncation operation

involves setting Prj = N - 1 I i) = I - Pre( - N- - 2 1 i) to maintain conservation of
probability. Typical values of N can range from 20 at low throughput to 700 at extremely high
throughput for the IFFO, IFFL, and NIFFL protocols. The largest value of N used for the integrated
PR-VD-NIFFL scheme has been reduced to 250 because of the need to store Vmn, + 1 of these
transition probability matrices (i.e., up to seven of them in our examples). In our studies we have
verified that the values of N used in our calculations have been sufficiently large so that the effect of
truncation error is small.

Combinatorial Expressions

The evaluation of the combinatorial expressions of the form o)+ I)) I which appear in the

transition probability for the IFFO protocols, raises an interesting computational problem. For large
values of M (values up to 50 have been considered) and i (as great as 700) the values of the combina-
torial expressions become extremely large, while the values of the corresponding exponential expres-
sions become extremely small. To avoid the resulting computational problems, we recognize that,
since the arrival process in each slot is an independent sequence, the pmf of the number of arrivals in
i + 1 slots is simply the convolution of i + I pmf s of the number of arrivals in a single slot. Thus we
can perform the computation by convolving expressions that have less extreme values. We have

rAf)
a(j) = Pr(i arrivals in one slot) = LJJ ŽJ(1 - A)M-.

Therefore, for i > R - 1,

pij = aU) * al .) a *

where * represents the convolution operator and the expression is the convolution of i + I pmf s of
the form aU(). Similarly, for i < R - 1, Pij is the convolution of R a(j)'s. All convolutions are
performed numerically.

Termination Criterion

In the computations for the data-only protocols, the iteration was stopped when the following
criterion was satisfied:
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Ir1 (n + 1)- ?r(n)I c0.5 X 10-6, 0 C j - N- s

i.e., each element in the pmf changes by not more than 0.5 X 10-6 from one iteration to the next.

In our numerical evaluation of PR-VD-NIFFL, the iteration was stopped when each element of the
joint pmf of (Rk, Vk) changed by no more than 10i 7 from one iteration to the next. To verify that
this criterion is sufficiently stringent, several runs at high throughput values were made with a
tightened criterion f 1- hs reslted in an inrese of the evaluated data-packet delay of at mosrt
several tenths of one percent.

The number of iterations needed to satisfy this criterion ranged from two at extremely low
throughput to more than 2000 at extremely high throughput. We have observed that, as the frame
length t increases while utilization and the ratio (V., + l)/L remain essentially constant, the number
of iterations required to achieve convergence decreases significantly, as does the normalized expected
system time; this was discussed in Section 11.

A scaling operation, which ensures that the elements of the pmf sum to I at each iteration, must
be included to minimize the effects of computer roundoff error.

Initial State

In all of our numerical examples for the data-only protocols (IFFO, IFFL, and NIFFL), we
assumed arbitrarily that ir() is uniformly distributed between 0 and 9; no attempt was made to
optimize the initial state. For the integrated PR-VD-NIFFL scheme, we again start from an intia
statie in which the data-packet component of the state iS uniformly distributed over this interval.
However, the initial voice state is not uniformly distributed. We exploit the fact that, as a
consequence of the simple threshold policy for accepting voice calls (i.e., accept a call as long as
doing so would not cause the number of active voice calls to exceed the threshold V,,Yj, voice traffic
is independent of data traffic. Thus the equilibrium distribution of V4, which is the same for all
versions of the VD-IFEL and VD-NIFFL protocols, can be determined independently of that of the
data traffic. This property has been exploited in establishing the initial condition from which the
iteration is started. In particular, we have set

Pr(R0 = rVO -v) = 0. Pr (Vk = v), 0 < r < 9, 0 s v • V,.E

Use of this initial condition has reduced the required number of iterations considerably, as
compared to the use of a uniform distribution over the voice states. For example, for a case with low
data throughput, convergence was achieved in three iterations (as compared to 182 fnr a uniform
initial distribution) with identical performance results.

Evaluation of Delay for the Movable-Boundary Scheme

A three-dimensional array is needed to store the state probabilities of the form
Pr(m(,-,)L+j = dVm = v), i.e., for the dimensions of slot number ((m - )L + j), index of the
data packet that is transmitted (d), and number of voice calls in the current frame ('m)- For example,
for a frame length of L = 12 slots, V,, = 6, and if we wish to keep track of up to d = 250
packets, an array of size (L-1) X (V,, +I) x N = i1 x 7 x 250 - 19,250 per frame is
needed.* The entries of this array are filled in one frame at a time by using the iterative procedure
described in Section 9. For the specified system parameters, up to 50 frames may be needed to
transmit 250 data packets if voice traffic is heavy, thus requiring the storage of almost I million

*Note that L - I (rather than L> appears here because the firt slot of every fram (the status skot is never available for data.

40



NRL REPORT 9359

probability values if a straightforward brute-force approach is used. Fortunately, however, storage
requirements can be reduced greatly, as shown in the following.

Although the calculation of the expected slot number in which the dth packet is transmitted
requires a summation over all slot numbers, we can define partial sums and update them after each
frame. For example, to represent the contribution to expected delay of the dth packet that is
accumulated in frame m + 1, we can define

(rn + I)L
tm l(d I V0 =vo) = td I Vo=vo) + E j Pr(Dj = dIV =vo)

j=mL+1

where

to(d l Vo = vo) 0.

Thus, to evaluate the system time, it is necessary to store the three-dimensional probability array for
only one frame at a time. Another helpful feature is the fact that, to determine the transitions from
frame m to frame m + 1, only those entries corresponding to slot mL (the last slot of frame m) are
needed. Finally, we observe that the state probabilities of the form Pr (D (ml - )L +j, Vm), which
characterize the slots available for data packets, are independent of the data parameters. Thus it is
possible to perform most of the delay-related calculations independently of the calculations of the
equilibrium system state (Rk, Vk-). For example, if the same set of voice-call parameters is used for
several sets of data-packet parameters, the same set of Pr (D I- )L +j, Vm) values can be used for
each of them.
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